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Abstract

This paper deals with automatic disam-
biguation of verb valency frames on Czech
data. Main contribution lies in determin-
ing of the most useful features for valency
frame disambiguation. We experimented
with diverse types of features, including
morphological, syntax-based, idiomatic,
animacy and WordNet-based. The consid-
ered features were classified using deci-
sion trees, rule-based learning and Naive
Bayes classifier.

On a set of 7 778 sentences we achieved
accuracy of 79.86% against baseline
68.27% obtained by assigning the most
frequent frame.

Introduction

National Corpus (Kocek et al., 2000). VALE-
VAL contains frames assigned according to defi-
nitions in the VALLEX lexicon Zabokrtsky and
Lopatkova, 2004).

We generated a vector of features describing the
contexts of a verb for each verb in our dataset.
Later, we trained machine learning methods on a
part of the data, and tested it on the rest. For lack
of data, we employed 10-fold cross-validation.

We used three different methods, Naive Bayes
classifier, decision trees and rule-based learning.
We tested five different types of features describ-
ing verb occurrences based on a context within
one sentence.

This paper is divided as follows: in Section 2,
we give an overview of data which we worked
with, in Section 3 we describe methods which we
employed in the frame disambiguation and fea-
tures which we used for describing verbs in their

Many recent NLP applications, including machinecontext. In Section 4, we evaluate our results us-

translation, information retrieval, and others, aim-ing two different metrics. In the last section, we

ing at higher quality results need semantic analysisonclude and suggest further development.

of language data on the sentence level. As verbs

are understood as central elements of sentence?, Data resources

the key aspect in determination of the sentence _

meaning is estimation of meaning of the verb. Va-2-1 Valency lexicon

lency frames of verbs usually partially correspondFor automatic assignment of valency frames we

to their meanings. need a valency lexicon consisting of formal def-
Choosing the appropriate verb frame with re-initions of frames. In our experiments we used

spect to a given frames definition could be de-VALLEX, a manually created valency lexicon of

scribed as a special case of word sense disan@zech verbs, which is based on the framework of

biguation. First results of verb frame disambigua-Functional Generative Description (FGD) (Sgall

tion were already reported by (Erk, 2005) for Ger-et al., 1986).

man and (Lopatkova et al., 2005) for Czech. VALLEX is being built since 2001 and the
For our task we used VALEVAL (Bojar et workis stillin progress. The VALLEX version 1.0

al., 2005), a human annotated corpus of valencyautumn 2003), which we used in our task, defines

frames containing data selected from the Czeckalency for over 1,400 Czech verbs and contains



over 3,800 frames. 6000 valency frames.

The VALLEX lexicon consists ofverb en-
tries corresponding to particular verb lexemes, i.e.
complex units consisting of the verb base lemma
and its possible reflexive partickeor si. For ex-
ample, the verb lexem#odat siconsists of a base
lemmadodat and a reflexive particlesi. There
is also the verldodat with no reflexive particle,
which has other meaning.

Each verb entry consists of definitions of one or
moreframes, which roughly correspond to mean-
ings of the verb. The average number of frames
per verb lexeme in VALLEX is 2.7 and the aver-
age number of frames per base lemma is 3.9.

Each valency frame consists of a setfiafime
slots corresponding to complements of the verb.
Each frame slot is described by functor, express-
ing the type of relation between the verb and
the complement (e.gActor, Patient Addresseg

dodat, ~ dopravit

obl obl obl tyup
—frame: ACT; ADDR; PAT, 1DIR
—example: dodat nékomu zboZi do domu
—asp.counterparts: dodavat, impt.
—class: transport / exchange

dodat, ~ dopravit

obl obl obl typ
—frame: ACT, PAT, 1DIR3 " BENg,., .,
—example: dodat nékomu / pro nékoho do domu zboZi
—asp.counterparts: dodavat, imps.
—class: transport
dodat, ~ ¥ici; podotknout
~frame: ACT;" PAT, ; EFF},
—example: dodal k tomu své pFipominky / vSe, co védél
—asp.counterparts: dodavat, impr.
—class: communication
dodat, ~ doplnit; pFipojit

obl obl obl
—frame: ACT;, PAT, EFF,_ 4
—example: dodal ke starému zboZi nové
—asp.counterparts: dodavat, imps.
—class: combining
dodats =~ povzbudit (idiom)
~frame: ACT;" ADDRj" PAT}
—example: dodat nékomu odvahy / odvahu
—asp.counterparts: dodévat, impr

—class: exchange

list of possible morphological forms in which the

frame slot might be expressed, and type of the slot

(obligatory, optionalor typical). Figure 1: Example of VALLEX entry for verb lex-
Moreover, each frame in the lexicon is accom-eémedodat(meaningssupply ship mention add

panied by an explanation of the meaning (usingndencouragg

synonyms or glosses), an example sentence or

phrase, and its aspectual counterpart if it existSiosteqg.

Some frames are assigned to semantic classes. Ar,, purpose of the VALEVAL corpus, reflex-

frame could also be marked as “idiom” if itis used v of verbs (expressed by a separate reflexive
|d|omat|cally. particle) was disregarded, as there is no automatic
Figure 1 shows an example of a VALLEX entry orqcedure to determine it. For all verbs selected to
for the verb lexemelodaj containing five frames  pe present in the VALEVAL, their aspectual coun-
for its different senses, namesyipply ship men- yarharts including iterative forms were added too.
tion, add andencourage Each frame is described |, order to cover both seasy” and “difficult’ cases,

by list of frame slots (e.9.ACT, ADDR, PAT, \erhs were selected randomly from both ends of
DIR for the first frame). The superscript specify \he gifficulty spectrum. Moreover, some verbs

the type of the slot, and the subsript represents it§qre added on purpose to cover specific cases too.
surface representation (the preposition, if applica- The VALEVAL was concurrently annotated by
ble, and the case). three annotators looking at the sentence contain-
ing the verb and three preceding sentences. Anno-
tators had also the option of selecting no frame if
For training and testing of disambiguation meth-ie corresponding frame was missing or if the de-
ods, we need data annotated according to the ch@ision could not been done due to wrong morpho-
sen frame definitions. There is a manually annoyggical analysis. The inter-annotator agreement of

tated corpus of frame annotations VALEVAL (Bo- g three annotators was 66.8%, the average pair-
jar et al., 2005) developed as a lexical samplingyise match was 74.8%.

experiment using VALLEX frame definitions. It
contains 109 selected base lemmas. For each bage3 Data preparation
lemma, 100 sentences from the Czech NationaA
Corpug (Kocek et al., 2000) were randomly se-

2.2 Training and Testing Data

s for input data for the frame disambiguation
task, we used VALEVAL sentences where all three

http:/fucnk.ff.cuni.cz/english/index.html annotators agreed. Moreover, sentences on which



annotators did not agree were rechecked by arthe the machine learning toolkit C5.0 (Quinlan,
other annotator, and sentences with a clear mis2005).
take were corrected and added too. This resulted Naive Bayes classifiecomputes the probabil-
in a set of 8 066 sentences. ity that an instance belongs to a given class sep-
Then, we automatically parsed the sentences usrately for each feature and computes the overall
ing Charniak’s syntactic parser (Charniak, 2000)probability as if the features were independent.
which was trained on the Prague Dependency The decision trees algorithmfinds the most
Treebank (Hajic, 1998). Some sentences couldiscriminative feature, i.e. the one that suits best
not have been parsed because of their length (ther dividing the training data into two parts be-
corpus contains sentences from fiction with lengtHonging to different classes. After the first de-
over 400 words). After excluding unparsed sen-<ision, the process continues recursively in all
tences, 7 778 sentences remained, which servdamtanches resulting in a tree of decisions which in-
as input for disambiguation methods. There weralicates the features to use for division of the fea-
72.0 sentences per base lemma in average, rangitgre space, i.e. decision tree
from a single sentence to 100 sentences (the orig- The ruleset algorithm creates a set of indepen-
inal amount in the VALEVAL). Figure 2 shows dent rules defined as a conjunction of conditions
the distribution of number of sentences per baséor feature values. Conditions of individual rules
lemma. may overlap, in which case the rules’ predictions
are aggregated using their confidence (proposed
by the algorithm) to reach a verdict.
Decision trees and the rulesets are equally ex-
pressive.

3.2 Feature selection

% We experimented with several types of features

: : : : ‘ containing different information about the context
20 40 60 80 100

#Sentences per base lemma

Frequency
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o

of the verb within one sentence. The following list

describes five different types of features we used.
Figure 2: Distribution of the number of sentences

per base lemma e Morphological: purely morphological infor-

mation about lemmas in a small window cen-
tered around the verb.

3 Method e Syntax-based information resulting from
the result of an automatic syntactic parser
(including mainly morphological and lexico-
For automatic frame disambiguation, we gener-  graphical characteristics).
ated a vector of features for each instance of a . - .- ,
verb. A detailed description of these vectors is ¢ Idlom_atlc. _occurrence of |d|oma_1t|c ex

. . . pressions in the sentence according to the
given in Section 3.2. VALLEX lexicon

Later, we trained machine learning methods for '
each verb separately on a part of the data, and e Animacy: information about animacy of
tested it on the rest. Due to lack of annotated nouns and pronouns both dependent on the
data, we employed 10-fold cross-validation: we verb and occurring anywhere in the sentence.
divided the data into 10 parts, for each tenth we
trained the algorithm on the remaining data and
tested it on the selected tenth. Finally, we counted
the accuracy as the average of accuracies over the
ten runs.

3.1 Machine Learning methods

e WordNet: information based on the Word-
Net top-ontology classes of the lemmas both
dependent on the verb and occurring any-
where in the sentence.

The first two columns of Table 1 shows the

We tested three different classification methodsnumber of features belonging to each of the

namely Naive Bayes classifier, decision trees androups. In the following section we give a detailed
rule-based learning, the later two implemented indescription of each group of the features.



Feature type  #Features #Used features Relative weight

Morphological 60 21 24.28%
Syntax-based 103 22 58.40%
Idiomatic 118 1 0.82%
Animacy 14 9 5.76%
WordNet 128 25 10.74%
Total 423 78 100.00%

The column "#Used features” indicates the number of featused in the decision trees.
The column "Relative weight” indicates the weight basedtanfeature occurrences in the decision
trees.

Table 1: Types of features.

3.2.1 Morphological features

Czech positional morphology (Hajic, 2000)
uses morphological tags consisting of 12 actively
used positions, each stating value of one morpho-
logical category. The morphological categories
are: part of speech, detailed part of speech, gen-
der, number, case, possessor's gender, posses-
sor's number, person, tense, grade, negation and
voice. Categories which are not relevant for a
given lemma (e.g. tense for nouns) are assigned
a special value.

For lemmas within a five-word window cen-
tered around the verb (two preceding lemmas, the
verb itself, and two following lemmas) we used o
each position as a single feature. Hence we ob-
tained 60 morphological features (5 lemmas, 12
features for each).

3.2.2 Syntax-based features

Based on the result of an automatic syntactic
parser we extracted the following features:

tive pronoun in the given case directly depen-
dent on the verb.

e Seven boolean features, one for each case,

stating whether there is an adjective or an ad-
jective pronoun in the given case directly de-
pendent on the verb.

Three boolean features, one for each de-
gree of comparison (positive, comparative,
superlative), stating whether there is a lemma
in the given degree directly dependent on the
verb.

Seven boolean features, one for each case,
stating whether there is a prepositional phrase
in this case dependent on the verb.

69 boolean features, one for each possible
combination of preposition and case, stating
whether there is the given preposition in the
given case directly dependent on the verb.

e Two boolean features stating whether there is  Together, we used 103 syntax-based features.

a pronounseor si dependent on the verb.
3.2.3 Idiomatic features

* One boolean feature stating whether the verb \yg exiracted a single boolean feature for each
depends on another verb. idiomatic expression defined in the VALLEX lex-
iSicon. We set the value of the corresponding fea-

ture totrueif all words of the idiomatic expression
occurred anywhere in the sentence contiguously.
e Six boolean features, one for each subordifeatures corresponding to not occurring idiomatic
nating conjunction defined in the VALLEX constructions were set false
lexicon (aby, af, aZ, jak, ze and zdd), stat- Together, we obtained 118 idiomatic features.
ing whether this subordinating conjunction
occurs dependently on the verb.

e One boolean feature stating whether there
a subordinate verb dependent on the verb.

3.2.4 Animacy

We partially determined animacy of nouns and
e Seven boolean features, one for each casg@ronouns in the whole sentence. Then, we intro-
stating whether there is a noun or a substanduced seven boolean features, one for each case,



stating whether there is an animate noun or prothe Czech EuroWordNet (Pala and Smrz, 2004),
noun in this case syntactically dependent on thextracting all Czech lemmas belonging to the top
verb, and one integer feature stating the numievel classes. After this step we ended up with
ber of animate nouns and pronouns dependerit564 Czech lemmas associated to the WordNet
on the verb. Moreover, we introduced anothentop-level classes. As we worked with lemmas,
seven boolean features, one for each case, statirmgd not with synsets, one lemma could have been
whether there is an animate noun or pronoun irmapped to more top-level classes. Moreover, if a
this case anywhere in the sentence, and one intéeemma is mapped to a class, it belongs also to all
ger feature stating the number of animate nounghe predecessors of the class.

and pronouns in the sentence. The later features In the second step, we used the relatiorhgpf

can operate even in case of wrong result of syntaggeronymy in the Czech WordNet to determine the
tic parser. In cases where we could not decide, weop-level class for other nouns as well. We fol-
set the feature ttalse lowed the relation of hyperonymy transitively un-

Together we obtained 14 features for animacy. til we reached a lemma assigned in the first step.

Again, as we worked with the lemmas instead of

We determined the animacy using several techsynsets, one lemma could have been mapped to
nigues. more top-level classes.

As for nouns, the Czech lemmatizer created by For each top level class we created one feature
Jan Haji¢ (Haji¢, 2000) gives additional informa- telling whether a noun belonging to this class is
tion about some lemmas. These include amongirectly dependent on the verb, and one feature
others identification of first names and surnamestelling whether such noun is present anywhere in
In cases where the lemmatizer marked a lemm#he sentence.
as a name we set the animacyttae. We also This resulted into 128 WordNet class features.
used the fact that the morphological categoen-
der distinguishes between masculine animate and  Results
masculine inanimate in some_cases, as .the rnasch!_-l Baseline for frame disambiguation
lines behave differently for animate and inanimate
nouns. However, for common feminine and neu.AS a baseline for each base lemma we took the
trum nouns we could not determine the animacy. relative frequency of its most frequent frame us-

As for pronouns, the morphological categorying 10-fold cross validation. :rh(e_ baselin_es ranged
detailed part of speechives us information about fOM 24% (for base lemmadt with 10 different

the type of the pronoun. Some types of pronourf"”nOtatefj frames) to 100% f_oryerbs with only one
imply animacy. Again, not all cases can be deterffame. Figure 3 shows distribution of the relative
mined in this way. frequency of the most frequent frames.
We computed the overall baseline as weighted
3.3 WordNet features average of the individual baselines. The overall
_ baseline was 68.27% when weighting by the num-
In some cases, dependency of a certain lemma ong, of sentences in our dataset and 60.64% when
certain type of lemma on a verb can imply its par-eighting by the relative frequency in the Czech

ticular sense. However, as the machine learmningational Corpus. The second one better predict
methods which we used work with a fixed num-

ber of features, we could not have added informa-

tion about individual lemmas easily. We described Ddata  DCNC
a lemma type in terms of belonging to WordNet Average number of frames  4.58  5.61
(Fellbaum, 1998) classes instead. 10-fold baseline 68.27 60.64

In the first step, we used the definition of Word- Qaata denotes average weighted by the number of sentences
Net top ontology made at University of Amster- in the dataset.
dam (Mossen et al., 1997) to obtain a tree-based ©@cn~c denotes average weighted by the number of
hierarchy of 64 classes. sentences in the Czech National Corpus.

Then, for each lemma present in the defini-
tion of the top ontology, we used the WordNet
Inter-Lingual-Index to map English lemmas to

Table 2: Difficulty of the frame disambiguation
ask



Odata QcnNe

Type of features NBC DT RBL | NBC DT RBT
Morphological 71.88 73.83 74.25 62.06 66.26 65.33
Syntax-based 77.05 7833 78.23 70.46 70.65 70.77
Idiomatic 68.31 68.37 68.3160.97 60.93 60.73
Animacy 65.89 70.77 70.76 52.84 62.58 62.46
WordNet 63.01 70.64 70.59 454 60.21 60.04
M+S 7351 789 78.7| 63.98 69.48 68.97
M+ W 72.69 7385 73.9| 62.08 66.07 66.47
S+A 7351 7858 78.48 63.51 70.69 71.19
S+ 77.14 78.29 78.3269.87 70.69 71.06
S+W 73.8 78.49 78.86 59.87 71.15 71.28
M+S+A 7452 78.76 79.22 635 69.77 68.63
M+S+I 73.48 78.8 78.86 63.99 68.74 69.2
M+S+W 7432 79.16 79.4764.94 77.25 77.41
M+A+I 72.76 74.61 74.88 61.75 63.52 64.35
M+A+W 73.23 74.23 74.29 62.26 61.16 63.84
S+A+| 7352 7862 78.5|63.38 70.88 70.8
S+A+W 72.96 78.89 79.16 60.81 70.71 70.9
M+S+1+W 74.19 79.43 79.36 6491 77.38 77.55
M+S+A+] 7451 79.05 79.27 635 68.6 70.6
M+S+A+W 74.63 79.81 79.4164.69 76.94 77.04
M+S+I+A+W | 7459 79.6 79.86 64.68 76.97 77.05

Table 3: Accuracy [%] of the frame disambiguation task

ambiguation task for different combinations of
features. Columns corespond to different dis-
o ambiguation methods — Naive Bayes classifier
0 (NBC), decision trees (DT), and rule-based learn-
ing (RBL). The symbold,,;, indicates the aver-
age accuracy weighted by the number of sentences
in the input data, whereas the symb@l-n¢
indicates the average accuracy weighted by the
relative frequency in the Czech National Corpus
Figure 3: Distribution of the relative frequency of (CNC).
the most frequent frames The table shows that, taken each group of fea-
tures individually, the syntactic features performed
best achieving accuracy 78.33% over the baseline
behaviour on real data. The difficulty of the task8.27% (using decition trees). Idiomatic features

Frequency
1

5

0

1
0 20 40 60 80 100
Relative frequency of the most frequent frame

can be seen in the Table 2. scored worst and even brought little improvement
) when combined with other types of features. This
4.2 Evaluation is mainly due to low number of idioms defined in

In our experiments we tested performance of authe VALLEX |eXiC0n, and therefore low number

tomatic disambiguation classifiers based on eachf idioms in the data.

presented type of features separately, as well as Morphological features turned out to be the sec-

on different combinations of feature types. Then,0ond best type when measured individually.

based on the acquired decision trees, we observed

which features were most frequently used for the*-3

decisions. We summed the number of applications of indi-
Table 3 states accuracy of the word sense disr¢idual features in decision trees weighted by 1 for

Importance of the Features



Feature type

Feature description

Weight

Syntax-based  Presence of reflexive partsddependent on the verb 51.5
Syntax-based  Presence of preposition in accusative depeaod the verb 26
Morphological Gender of the word following the verb 17.5
Syntax-based  Presence of a noun or a nominal pronoun ired#gjpendent on the verb 13.5
Morphological Part of speech of the word following the verb 8
Morphological Gender of the verb 7.5
Syntax-based  Presence of prepositidn genitive dependent on the verb 7
Morphological Voice of the verb 6.25
Syntax-based  Presence of preposition in dative dependehtorerb 6.125
Syntax-based  Presence of a verb (in infinitive) dependethererb 6
Morphological Case of the word two possitions after the verb 6
Syntax-based  Presence of prepositzarin accusative dependent on the verb 55
Syntax-based  Presence of preposition in local dependetieorerb 5.5
Syntax-based  Presence of noun or a substantive pronoustiarimental dependent on the verb 55
Syntax-based  Presence of reflexive partsildependent on the verb 5

Table 4: Features most often chosen in the decision trees
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